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Keynote (5/5)

WHAT TO EXPECT FOR BIG DATA AND APACHE SPARK IN 2017

9:00 AMT 9:20 AM

Matei Zaharia from Databricks

link

video

Talks about the plans. Python, R will get more attention.

Spark is used in Facebook (they are the Hive producers), CapitalOne for Credit Fraud prevention.
Languages in Spark in 2016: Scala 65%, Java 29%, Python 62%, R 20%. SQL 95%

USING APACHE SPARK FOR INTELLIGENT SERVICES
9:20 AM T 9:40 AM

Alexis Roos from Salesforce

link


https://spark-summit.org/east-2017/events/what-to-expect-for-big-data-and-apache-spark-in-2017/
https://www.youtube.com/watch?v=vtxwXSGl9V8
https://spark-summit.org/east-2017/events/using-apache-spark-for-intelligent-services/

video

Data acquisition: Kafka

Processing: Streaming, NLP, Deep learning, Graph
Insights :

Suggestions: suggest activities

Enriched mail/conversation sent into Kafka queue

Practical talk with a demo and code T Inbox Sales email demo
How to optimize CRM usage w ith big data technologies and improve recommendation.

PRODUCTION-READY STRUCTURED STREAMING

9:40 AM T 9:55 AM

Michael Armbrust from Databricks

link

Practical talk, showing the usage in databricks notebook.

Time series graphs with real time data, very cool.

Hist data + streaming data -> combined into one stream for analysis. S3 & Kafka -> Parquet for
Ad Hoc Queries.

All this is available on Databricks blog!

SCALING GENETIC DATA ANALYSIS WITH APACHE SPARK

9:55AM i 10:15 AM

Cotton Seed from Broad Institute of MIT and Harvard

link

Talks about Hail i open s ource framework for genetic data. Hail is available on Databricks for
testing .

https://hail.is

RISELAB: ENABLING INTELLIGENT REAL -TIME DECISIONS

10:15AM i 10:30 AM

lon Stoica from UC Berkeley AMP/RISE Lab & Databricks

link

slides pdf

RiseLab fo llows AmpLab

Project started in January 17. Focuses on real time decisions on live data

Improving Apache Spark:

Project Drizzle 1 decrease latency if structu  red streaming and ML algorithms. Drizzle will be
embedded in Spark

Project Opaque i full data encryption, authentication and verification.

Spark Ecosystem - Ballroom A (9/9)
NEW DIRECTIONS IN PYSPARK FOR TIME SERIES ANALYSIS

11:00 AM 1 11:30 AM

David Palaitis from Two Sigma

link

video

Two Sigma has developed Flint - alibrary for time series that works on top of Spark. It is available
on github and the APS are Scala and Python.

Storing data in parquet in HDFS and then loading them to Spark is the dominant practice.


https://www.youtube.com/watch?v=B6w7tZKk_c8
https://spark-summit.org/east-2017/events/production-ready-structured-streaming/
https://spark-summit.org/east-2017/events/scaling-genetic-data-analysis-with-apache-spark/
https://hail.is/
https://spark-summit.org/east-2017/events/riselab-enabling-intelligent-real-time-decisions/
http://www.slideshare.net/SparkSummit/riselab-enabling-intelligent-realtime-decisions-keynote-by-ion-stoica
https://spark-summit.org/east-2017/events/new-directions-in-pyspark-for-time-series-analysis/
https://www.youtube.com/watch?v=fZPOJobCUls

TIME SERIES ANALYTICS WITH SPARK

11:40 AM T 12:10 PM

Simon Ouellette from Faimdata
link_

video

Columnar vs Row-based

More efficient in More efficient in

columnar representation: row-based representation:
» Lagging * Regression

+ Differencing + Clustering

* Rolling operations + Classification

» Feature generation . Etc.

» Feature selection
» Feature transformation

Presenting a time -series library in Spark.

LESSONS LEARNED FROM DOCKERIZING SPARK WORKLOADS

12:20 PM 1 12:50 PM
Tom Phelan from BlueData
link

video

Talk about Docker, Spark on Docker, Zeppelin on Docker.

Why “Dockerize”? *docker

« Agility and elasticity « Fool-proof packaging (configs,
« Standardized environments
(dev, test, prod) + Repeatable builds and
« Portability (on-premises and orchestration
public cloud) « Faster app dev cycles
« Efficient (higher resource « Lightweight (virtually no
utilization) performance or startup penalty)

Very informative if one goes into Docker.

libraries, driver versions, efc.)

Performance Testing: Spark

* Spark 1.x on YARN
* HiBench - Terasort
» Data sizes: 100Gb, 500GB, 1TB
» 10 node physicallvirtual cluster

+ 36 cores and112GB memory per node
« 2TB HDFS storage per node (SSDs)

+ 800GB ephemeral storage


https://spark-summit.org/east-2017/events/time-series-analytics-with-spark/
https://www.youtube.com/watch?v=95TR60x2SRw
https://spark-summit.org/east-2017/events/lessons-learned-from-dockerizing-spark-workloads/
https://youtu.be/z_D5L9h6B6c

Spark on Docker: Performance
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Spark on Docker: Key Takeaways

» All apps can be “Dockerized”, including Spark

— Docker containers enable a more flexible and agile
deployment model

— Faster app dev cycles for Spark app developers,
data scientists, & engineers

— Enables DevOps for data science teams ﬁ

Spark on Docker: Key Takeaways

* Deployment requirements:

— Docker base images include all needed Spark
libraries and jar files

— Container orchestration, including networking and
storage

— Resource-aware runtime environment, including
CPU and RAM

Spark on Docker: Key Takeaways

» Data scientist considerations:
— Access to data with full fidelity
— Access to data processing and modeling tools
— Ability to run, rerun, and scale analysis
— Ability to compare and contrast various techniques
— Ability to deploy & integrate enterprise-ready solution

Spark on Docker: Key Takeaways

+ Enterprise deployment challenges:

— Access to container secured with ssh keypair or
PAM module (LDAP/AD)

— Fast access to external storage
— Management agents in Docker images

— Runtime injection of resource and configuration
information



Spark on Docker: Key Takeaways

» “Do It Yourself” will be & time-consuming

— Be prepared to tackle the infrastructure challenges and
pitfalls to Dockerize Spark

— Your business value will come from data science and
applications — not the plumbing

YYYYYYYYYY

» There are other options:
— BlueData = a turnkey solution, :
for on-premises or on AWS

ey

APACHE CARBONDATA: AN INDEXED COLUMNAR FILE FORMAT FOR INTERACTIVE QUERY WITH
SPARK SQL

Jacky Li from Huawei Technologies & Jihong Ma from Huawei

2:00 PM i 2:30 PM

link_

video

Practical talk, detailed explanation of the file format with examples.
Storage options on market:

Available Options

1. NoSQL Database
« Key-Value store: low latency, <5ms
* No Standard SQL support

2. MPP relational Database

*Shared-nothing enables fast query execution
*Poor scalability: < 100 cluster size, no fault-tolerance

3. Search Engine
~Advanced indexing technique for fast search
«3~4X data expansion in size, no SQL support

4. SQL on Hadoop
*Modern distributed architecture and high scalability
*Slow on point queries

They developed their own file format system i CarbonData 1 Apache incubator project since june
2016.

Introducing CarbonData

) What it takes to deeply integrate with
distributed processing engine like Spark?

@ What forms a CarbonData table on disk?

@ What is CarbonData file format?

It is indexed columnar file format.
Carbon file can be stored in HDFS.
CarbonData is used for interactive dat a analysis with SparkSQL (Spark 2.1) on CarbonData tables.


https://spark-summit.org/east-2017/events/apache-carbondata-an-indexed-columnar-file-format-for-interactive-query-with-spark-sql/
https://youtu.be/lhsAg2H_GXc

Integration through File Format

f

ngpmﬂy@; Sporﬂz &Flink

o r InputFormat/OutputFormat

Carbon

1
|

Carbon : Carbon HDFS
File A
- ’

File File

5 Segment 3 Segment 2 Segment 1

am

Tests show CarbonData was faster than Parquet.

BUILDING REALTIME DATA PIPELINES WITH KAFKA CONNECT AND SPARK STREAMING
2:40PM T 3:10 PM

Ewen Cheslack -Postava from Confluent

link

video

Kafka Connect is large -scale data streaming import/export for Kafka.

Many Kafka connectors available on Confluent website.

Very useful talk when going into Kafka development.

No practical examples, but a well described architecture.

BUILDING A DATASET SEARCH ENGINE WITH SPARK AND ELASTICSEARCH

3:20PM T 3:50 PM

Oscar Castafi eda-Villagran from Xoom, a PayPal service

link

video

Metadata extraction is the core of the talk.

How to run ElasticSearch in Spark cluster is explained. Code is shown and detailed explanation is
given. Extracting metadata from the DataSets is done.

ES snapshots are saved to Amazon S3. Demo is shown.

TEACHING APACHE SPARK CLUSTERS TO MANAGE THEIR WORKERS ELASTICALLY
4:20PM i 4:50 PM

Erik Erlandson & Trevor Mckay from Red Hat

link

video

Containerizing Spark.

Explaining the benefits of using containers.

They developed Oshinko 1 tool for creating cluster with default settings. Scale and delete is simple.

APACHE TOREE: A JUPYTER KERNEL FOR SPARK

5:00 PM i 5:30 PM

Marius van Niekerk from Maxpoint

link_

video

Toree is an implementation of the Jupyter Kernel Protocol
Talk about the Toree project and embedding it with Jupyter.


https://spark-summit.org/east-2017/events/building-realtime-data-pipelines-with-kafka-connect-and-spark-streaming/
https://youtu.be/sq-2MrnhxtA
https://spark-summit.org/east-2017/events/building-a-dataset-search-engine-with-spark-and-elasticsearch/
https://youtu.be/TC2YXY7IMjg
https://spark-summit.org/east-2017/events/teaching-apache-spark-clusters-to-manage-their-workers-elastically/
https://youtu.be/vxALlQ2mTbI
https://spark-summit.org/east-2017/events/apache-toree-a-jupyter-kernel-for-spark/
https://youtu.be/nRG8FdSbPhA

SECURED (KERBEROS-BASED) SPARK NOTEBOOK FOR DATA SCIENCE
5:40 PM i 6:10 PM

Joy Chakraborty from Bloomberg

link

video

Talk about Jupyter Notebook.

Spark Notebooks — Tech Stack

* JupyterHu b (Notebook web-application for multi-users environment)
S Spa rkM agic (Spark kernel for Jupyter Notebook supporting Python & Scala)
@ LIVV (HTTP REST web-service for to submit Spark jobs, managing sessions, etc.)

* HD FS/Ya I'N (HDFS and Yarn running Spark jobs)

JupyterHub — Current State

&_

1 JupyterHub login sung OAuth

Yarn Cluster

3 Creates/maintans

L] Seark servon and

submmuty the Spare pob
10 the yarm chater

4. Spark b output

Running multiple Notebooks

Explanation of Jupyter & Spark with Kerberos.

Developer - Ballroom B (9/9)
PROCESSING TERABYTE-SCALE GENOMICS DATASETS WITH ADAM

11:00 AM T 11:30 AM

Frank Austin Nothaft from UC Berkeley

link

video

In ¢ harge of Adam project. ADAM is open source, distributed library for genomic analysis. Spark
Scala APl is available. Java and Python are coming. Batch analysis available, exploratory analysis is

one of the goals.

Big Data Genomics Stack

Tn::’f”‘ .11 Scalable 'Parallel Fast, r;uln-
Read ETL 1 variant variant sample
ol calling analysis visualization
Core ADAM APIs
Apache spakk’ I
[ Toil l
)
a
ADAM produces statistically equivalent results to the GATK, only faster. Read preprocessing is 30x

faster and 3x cheaper, end  -to-end is 4x faster and 3,5x cheaper.


https://spark-summit.org/east-2017/events/secured-kerberos-based-spark-notebook-for-data-science/
https://youtu.be/-APcovny7n8
https://spark-summit.org/east-2017/events/processing-terabyte-scale-genomics-datasets-with-adam/
https://www.youtube.com/watch?v=bOiEwTNJvpQ

Whole project is on github and 2 notebooks in Databricks for testing.

MAKING STRUCTURED STREAMING READY FOR PRODUCTION - UPDATES AND FUTURE
DIRECTIONS

11:40AM T 12:10 PM
Tathagata Das from Databricks

link
video
Talk about structured streaming.
Treat streams as unbounded tables T append new rows to table.
Batch Queries with DataFrames  Streaming Queries with DataFrames
Pl e s Read from Json file O Read from Json file stream
.1load("source-path") .load("source-path") Replace with
result input result = input
.select("de » "signal®)  Select some devices -select("device”, "signal”)  Select some devices
.where("signal > 15") .where("signal > 15") ode does not change
result.write result.writeStream
::::?‘f,,f,“?::,t; Write to parquet file ::Z::E(nlj\:q;:():h)) Write to Parquet file stream
o> Replace save() with
Fault - tolerance with checkpointing. i metadata of current batch is stored in a write ahead log in
HDFS/S3.

Traditional RTL 1 hours before data is analyzed
Streaming ETL 1 data in real time ready for analysis

Streaming ETL w/ Structured Streaming

val rawData = spark.readStream
.format(“kafka")
.option(“subscribe”, “topic")
. .option(“kafka.boostrap.servers”,...)
Json data being received in Kafka .10ad()

Example

Parse H(“ﬂ(%i}\(ﬂirln(ffk)tn'ﬂ it val parsedData = rawData
.selectExpr(“cast (value as string) as json"))
Store in structured Parquet table .select(from_json("json").as("data"))

.select(“data.*")
- Get end-to-end failure

guarantees val query = parsedData.writeStream

.option(“checkpointlocation”, "/checkpoint™)
.partitionBy("date")

.format("parquet")

.start("/parquetTable/")

& Antaheinlie

Partition data per date so that queries on time are faster.

Data Consistency on Ad-hoc Queries

s complex, ad-hoc

3 kafka G TN awereson
P t latest

o [&Q JLL data

Data available for complex, ad-hoc analytics within seconds

link to blog on this

Windowing is another type of grouping in structured streaming.

parsedData
= T Sy i .groupBy (window("timestamp”,"1 hour"))
number of records every hour .count()
parsedData
avg signal strength of each .groupBy

device every 10 mins

.avg(“"signal")

Currently Scala and Java only T Spark 2.1
Many more updates on streaming in Spark 2.2


https://spark-summit.org/east-2017/events/making-structured-streaming-ready-for-production-updates-and-future-directions/
https://youtu.be/UQiuyov4J-4
https://databricks.com/blog/2016/07/28/structured-streaming-in-apache-spark.html

Comparison with Other Engines

Structured Spark [ Apache Apache Kafka Google

Preparty Streaming Streaming Storm Flink Streams Dataflow
separate separate separate
Stresring APY tch qu frombatch | frombatch | from batch
Prefix Integrity v v x X X x
Guarantee
s atleast once | exact atleast once
Processing
Transactional v x x
Sources/Sinks
Interactive v " x X x x
Queries
Joins with v v x x x x
Static Data
Read the blog to understand this table

@databricks

Deeper introduction to Streaming Spark. Very concrete and useful. Kafka reference and usage in
streaming with Spark.

COST-BASED OPTIMIZER FRAMEWORK FOR SPARK SQL

12:20 PM 1 12:50 PM

Ron Hu and Zhenhua Wang from Huawei Technologies
link

video

Very difficult to understand the speaker.

Huawei contributes to Spark community with CBO.

Catalyst Architecture

Spark optimizes
query plan here

v

Logical Physical Code

Analysis  optimization  Planning Generation

SQL Query
Unresolved : Optimized
Logical Plan} Logical Plan = oiical Pian
DataFrame
==

Reference t a databricks engineering blog

Selected
Physical
Plan

CBO in Spark SQL was done in Physical Plans and Cost Model.
Spark CBO coming in Spark 2.2.

OPTIMIZING APACHE SPARK SQL JOINS
2:00PM 1 2:30 PM
Vida Ha from Databricks

link

video

Very informative talk about joins in Spark. Explaining 4 -5 joins and how to use them.
Shuffle Has h Join & Broadcast Hash Join T two most common and used.

SHJ goes back to MapReduce fundamentals:

1) Map T creates output key

2) T he key is used in shuffle

3) Reduce phase

Check Spark Ul for task level detall if you want to detect shuffle problems.

Parquet is recommended for Spark SQL.


https://spark-summit.org/east-2017/events/cost-based-optimizer-framework-for-spark-sql/
https://youtu.be/E9yhOz2rK1M
https://spark-summit.org/east-2017/events/optimizing-apache-spark-sql-joins
https://youtu.be/fp53QhSfQcI

Cartesian joini s also mentioned and explained.

Theta join.
Theta Join

join_rdd
FROM t
JOIN t ek
ON (keyA < keyB + 10)”)

sqlContext.sql(“select *

« Spark SQL consider each keyA against each keyB in the
example above and loop to see if the theta condition is
met.

« Better Solution - create buckets for keyA and KeyB can
be matched on.

From Q&A: Spark spills to the disk when needed. Biggest partition needs to fit the biggest instance.

THE JOY OF NESTED TYPES WITH SPARK

2:40PM i1 3:10PM

Ted Malaska from Blizzard

link

video

Very practical presentation

Itis possible to debug Spark code, as long as you have a JVM (he is showing it on his computer)
Ma | a s k a®@positgriestare useful for learning more on this topic.

BULLETPROOF JOBS: PATTERNS FOR LARGE -SCALE SPARK PROCESSING
3:20PM T 3:50 PM

Sim Simeonov f rom Swoop

link

video

They build clients on Spark.

Spark vs. magic . Magicisaclientontopo f Spark.

Spark Records 1 available on github.

Root - cause analysis and how to make your life easier with Spark Records.
Practical talk, with example in Databricks Notebook.

Spark Records
import com.swoop.spark.records._
case class MyData(/* whatever your data is */)

case class MyDataRecord(

features: Int, fast categorization
jata: Option[MyData] = None, / your data
yurce: Option[MyInput] = None, provenance tracking

flight: Option([String] = None, related jot
—’3

ssues: Option([Seq[Issue]] = None row-level “log file”
) extends Record[MyData, MyInput]
website
github

WHAT NO ONE TELLS YOU ABOUT WRITING A STREAMING APP
4:20 PM1 4:50 PM

Ted Malaska from Blizzard

link

video


https://spark-summit.org/east-2017/events/the-joy-of-nested-types-with-spark/
https://youtu.be/v184Jb1wCYU
https://spark-summit.org/east-2017/events/bulletproof-jobs-patterns-for-large-scale-spark-processing/
https://youtu.be/_VwyKCgG3mE
https://swoop-inc.github.io/spark-records/
https://github.com/swoop-inc/spark-records
https://spark-summit.org/east-2017/events/what-no-one-tells-you-about-writing-a-streaming-app/
https://youtu.be/XLAdx6iw6x0

He was critical against Spark Streaming. He claimed there is no need for spark streaming. He is using
Spark with forever loop. Ted mentioned that all Lucene products (Solr, Elastic) are expensive- price
and resource. Ted: Lambda is 10-year-old architecture, outdated.

HORIZONTALLY SCALABLE RELATIONAL DATABASES WITH SPARK

5:00 PMT 5:30 PM

link

A lot of talk about Postgresql. A bit unclear when it comes to delivering the message.

SPARK AND OBJECT STORES 8 WHAT YOU NEED TO KNOW

5:40 PM1 6:10 PM

Steve Loughran from Hortonworks

link

Steve talks about experience with object stores in AWS and cooperation with Cloudera on S3guard.
Near future: streaming on cloud

He recommends to use S3A.

How to connect to S3A from Spark. Spark Streaming in cloud - han vari tvil om dette fungerer. S3A in
DataFrames - code examples. Do not commit data diretly to S3A, save to HDFS first and data uwant
to perserve, commit it to S3A! Hadoop 2.8 offers better S3A performance. Example: Azure storage
and Streaming.

Spark experience and Use cases - Ballroom C (9/9)
GOING REAL -TIME: CREATING FREQUENTLY -UPDATING DATASETS FOR PERSONALIZATION

11:00 AM T 11:30 AM
Shriya Arora from Netflix
link

video

Application instancey

- = e
(S3ndf (Spark/PigHve/MR) (Tanleandexars)
Keystone

Ingestion
Pipeline

Data Infrastructure

Source-of-Discovery pipeline



https://spark-summit.org/east-2017/events/horizontally-scalable-relational-databases-with-spark/
https://spark-summit.org/east-2017/events/spark-and-object-stores-what-you-need-to-know/
https://spark-summit.org/east-2017/events/going-real-time-creating-frequently-updating-datasets-for-personalization/
https://youtu.be/-Jcq1a__MBQ

Talk about Spark Streaming, explained, how to optimize it, what to be aware of, performance
tuningé
Interesting to see how, what Netflix is doing on Spark Streaming and challenges they face.

SPARK FOR BEHAVIORAL ANALYTICS RESEARCH

11:40 AM 1 12:10 PM

John Wu from Berkeley Lab

link

video

Work among data scientists with behavioral economists

Research on energy policy.

No Spark talk, justta |k about electricity consumption and analysis of it.

SPARK AS THE GATEWAY DRUG TO TYPED FUNCTIONAL PROGRAMMING

12:20 PM 1 12:50 PM

Jeffrey Smith & Rohan Aletty from x.ai

link

video

Spark & Scala & Typed Functional Programming

Focus of the talk: How to build TFP knowledge in your team? Very structured talk about how to
start with Scala in Spark.

Monads in Scala: container on which you can run some operations on values in the container. List,
Set, Option are Monads in Scala.

EXPLORING SPARK FOR SCALABLE METAGENOMICS ANALYSIS

2:00PM i 2:30 PM

Zhong Wang from  DOE Joint Genome Institute

link

video

Talk about genomics.

In 2013 developed Hadoop/BioPig T runs on AWS. Had many challenges (slo w, expensive). Moved
to Spark.

Standalone Spark on single large memory server. AWS Elastic Map Reduce.

Not so much Spark talk, more like high -level talk about the work they do and why they went with
Spark.

MONITORING THE DYNAMIC RESOURCE USAGE OF SCALA A ND PYTHON SPARK JOBS IN YARN
240 PM 1 3:10 PM

Ed Barnes & Ruslan Vaulin from Sqrrl Data

link

video

They have developed a tool for monitoring and debugging Spark Jobs. Django/Apache server with

MySql.


https://spark-summit.org/east-2017/events/spark-for-behavioral-analytics-research/
https://youtu.be/utJhzKBpHB0
https://spark-summit.org/east-2017/events/spark-as-the-gateway-drug-to-typed-functional-programming/
https://youtu.be/I3kjIupdrxI
https://spark-summit.org/east-2017/events/exploring-spark-for-scalable-metagenomics-analysis/
https://youtu.be/095ByHph9BM
https://spark-summit.org/east-2017/events/monitoring-the-dynamic-resource-usage-of-scala-and-python-spark-jobs-in-yarn/
https://youtu.be/YoLCrlgilV4
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Data is in a distributed database.

Taking Spark Applications into
Production

Requires execution framework

Scalable, Robust, Tested

Test at scale

Many issues show up only at scale

— Performance

— Memory requirements

— Failures

- Scaling

» Debugging distributed applications is really hard!

Recommendations & Lessons
Learned

» Do not take scalability for granted!
* Understand Spark’s architecture
— Python/JVM interaction
» Follow best practices
— Iterators not Lists
— Careful with joins
Understand your computing demands
Test at scale
Invest in tools
Think distributed and your code will shine!

EXPERIENCES WITH SPARK'S RDD APIS FOR COMPLEX, CUSTOM APPLICATIONS
3:20PM T 3:50 PM
Tejas Patil from Facebook

link_

video

Natural Language Processing example is used to ta Ik about moving from Hive to Spark and the
challenges they faced in Spark (Data skew).

Hive allows you to run UDF or run a process - TRANSFORM (data is serialized, pushed into the

process, processed and Hive takes the results back)
Previous solution for NL P was in Hive 1 quite some challenges.


https://spark-summit.org/east-2017/events/experiences-with-sparks-rdd-apis-for-complex-custom-applications/
https://youtu.be/ur_wLGE1aGA

Lessons learned

* SQL not good choice for building such applications
* Duplication
* Poor readability
* Brittle, no testing
* Alternatives
* Map-reduce
* Query templating
* Latency while training with large data

They moved from Hive to Spark.

Operator pipe() allows you to run any code from Spark (f. ex. C++ code. It is like TRANSFORM in

Hive that they used in previous solution).

Data skew was the main challenge and root to many errors. Data skew happened because of

frequentphrases @ iHow ar eoé
Performance evaluation

Reserved CPU time (days) Latency (hours)

In this use -case they partition by last two words T this is because of the algorithm they use.

PROBLEM SOLVING RECIPES LEARNED FROM SUPPORTING SPARK
4:20PM 1 4:50 PM
Justin Pi hony and Stavros Kontopoulos from Lightbend
link
video
- Out of Memory (OOM) problem.
Spark.memory.fraction vs spark.memory.storageFraction
Sparklint is recommended. OOM tips are given.
OOM Tips

Don't jump straight to parameter tuning

But if you do => Sparklint

+ Be aware of execution time object creation

rdd.mapPartitions{ iterator => // fetch remote file }

OOM Tips

’lan the resources needed from your cluster man
EXAMPLE
YARN
— Cluster vs client mode
— yarn.nodemanager.resource.memory-mb
— yarn.scheduler.minimum-allocation-
mb
— spark.yarn.driver.memoryOverhead

=



https://spark-summit.org/east-2017/events/problem-solving-recipes-learned-from-supporting-spark/
https://youtu.be/ddzBe2YSLZU

OoOoM

//Re-partitioning may cause issues...
//Bere target is to have one file as output but...
private def saveToFile(dataFrame: DataFrame,
filePath: String): Unit = {
dataFrame.repartition(l).write.

format ( “com.databricks.spark.csv")...save(filePath)

}

- NoSuchMethod

NoSuchMethod

“Thrown if an application tries to call a specified method of a
class (either static or instance), and that class no longer
has a definition of that method. Normally, this error is
caught by the compiler; this error can only occur at run time
if the definition of a class has incompatibly changed. "

Solutions

+ Shade your lib

— sbt: https://github.com/sbt/sbt-assembly#shading
— Maven: hitps://maven.apache.org/plugins/maven-shade-plugin/

- Perplexities of Size
Parallelism 71 2 to 3 times the amount of cores (?)
- Struggles in Speculation

Struggles in Speculation

* spark.speculation.quantile

- Slow Joins






























